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Abstract

The problem of monitoring message streams is decomposed into problems in com-
pression, representation, matching, learning and data fusion. A coordinated approach
aimed at improvements in each of the several components is described. Exploration of
the space of possible combinations of approaches, and of fusion of multiple methods
for each of the component problems is aimed at order of magnitude improvements in
overall performance. Initial investigations are reported, with pointers to more detailed
presentations of the methods and results.

1 Introduction and Objective of Project

We describe a multidisciplinary project being carried out at DIMACS, the Center for Discrete
Mathematics and Theoretical Computer Science, based at Rutgers University. The project
seeks to advance the state of the art for filtering streams of text messages, and identifying
those that are relevant to a given (already identified) topic or event.

DIMACS is a consortium of academic and industrial institutions (Rutgers and Princeton
Universities, AT&T Labs, Bell Labs (Lucent Technologies), NEC Laboratories America, and
Telcordia Technologies, with affiliated partners at Avaya Labs, IBM Research, and Microsoft
Research). The project has included researchers from Rutgers, AT&T Labs, Avaya Labs, and
Telcordia Technologies. The diversity of resources and of analytical perspectives available to
us is a key to the success of the project.

This paper is organized as follows. Section 1 lays out the general analytic framework.
Section 2 discusses the infrastructure that we have built to address the research issues.
Section 3 sketches a number of approaches to dimensionality reduction. In Section 4, we
discuss problems of feature selection. Section 5 explores our study of Bayesian classifiers
appropriate to this problem. An exploration of fusion of methods for matching documents
to profiles or categories is the subject of Section 6 while the general problem of streaming
data analysis is the subject of Section 7. Section 8 sketches two approaches to the problem
of building a formal model for the monitoring problem and Section 9 summarizes the present
state of the project and outlines future work.
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1.1 The Problem

The project seeks to improve existing methods for monitoring huge streams of textual-
ized communications to automatically identify clusters of messages relating to significant
“events.” We are studying retrospective or “supervised” event identification, where the sys-
tem begins with a set of documents that have been associated with one or more events called
“labeled documents.” The task is to automatically associate a relevant new message with
one or more of these pre-existing events. This task is of course of great value in forensic
activities. In later years, we will also study prospective detection (or “discovery” or “unsu-
pervised learning”), where we must decide whether a “new event” is present in the flow of
messages.

1.2 Multi-Disciplinary Perspective

The problems involved in automatic processing of messages call for a variety of skills and
backgrounds. We have brought together a team of statisticians, computer scientists, and
experts in information retrieval and library science, consisting of nine Ph.D. researchers,
two graduate student assistants, and two programmers. The team includes an expert in
information retrieval, with extensive experience in designing and evaluating operational text
classification systems; an expert on statistical methods for dealing with massive data sets
who has developed powerful extensions of basic Bayes classifiers; and an information scientist
whose work on combining multiple methods for classifying or ranking candidate documents
has demonstrated performance superior to that achievable by any one system alone. Another
member of our team was one of the pioneers in the use of kernel methods for machine learning
and has developed a fast statistical clustering algorithm that can deal with millions of cases
in reasonable time while still another has developed extremely useful methods for Boolean
representation and rule learning. Three team members have developed fast compression
methods that are useful in one pass through data. Finally, another member of our team has
developed methods/guidelines for combining scores in software and hardware testing and
has long-standing expertise in decision making and the social sciences.

1.3 Analytical Framework

The problem we are interested in can be discussed in terms of five interrelated “components.”
Our premise is that significant performance improvements in the automatic processing of
messages will result from innovations involving more than one component of the process.
The components are:

(1) compression of text to meet storage and processing limitations;
(2) representations of text into a form amenable to computation and statistical anal-

ysis;
(3) matching schemes for computing similarity between documents in terms of the

representation chosen;
(4) learning methods building on a set of judged examples to determine the key char-

acteristics of a document cluster or “event”; and
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(5) fusion schemes that combine methods that are “sufficiently different” to yield
improved detection and clustering of documents.

Of course, these distinctions are a bit arbitrary and many approaches to message pro-
cessing overlap several of these components. Indeed, existing methods make use of some or
all five components. However, they don’t exploit the full power of the components and/or
an understanding of how to apply them to text data.

Thus, the overall design of our project can be seen as exploratory experimentation, in
which each of the several components is varied separately to identify which choices for each
component are individually effective. Then choices for each component will be combined to
see which are most effective when used in combination.

1.3.1 Compression and Dimension Reduction

In this project representation and compression become intertwined through the study of
dimension reduction as a form of compression. Existing methods of compression in informa-
tion retrieval are typically applied to the index structures, and aim at fitting into available
computational resources without paying attention to upfront data compression. Recent re-
search demonstrates that, for many statistical methods, dramatic reductions in space and
time complexity might be realized with only a controllably small impact on the methods’
numerical properties, by making a preprocessing pass over the data to reduce its dimension
[100, 54, 24, 12, 53, 31]. Unlike feature-extracting dimension reduction, which, done without
care, may lead to very bad results, the recent algorithmic techniques, including randomized
projections, perform no semantic function themselves, and so represent a different paradigm

We believe that sophisticated dimension reduction methods in a preprocessing stage
followed by the use of sophisticated statistical tools in later stages can be a very powerful
approach. Our goal is to identify the best combination of such newer methods through a
careful exploration of a variety of tools. We are addressing issues of effectiveness (how well
the task is done) and efficiency (in computational time and space) and using a combination
of new or modified algorithms and improved statistical methods built on the algorithmic
primitives.

1.4 Data Sets Used

No readily-available unclassified data set has all of the characteristics of the type of data on
which we expect our methods to be used. Thus, we have decided to use a number of different
data sets, each reflecting different relevant characteristics, and together representative of the
heterogeneity of real data. We have been using the data from the Text Retrieval Conference,
TREC [93] including all routing and filtering data, and in particular used several time-
stamped subsets of this data (order 105 to 106 messages) in our initial work. We are also
using Reuters Corpus Volume 1 (8 × 105 messages). We also have collateral data (order
107 MedLine Abstracts, with human indexing), which can be used to explore the robustness
of our methods across change in subject field and genre. With the array of data we have
available, we have been able to develop algorithms quickly, working with the smaller sets,
and then analyze and improve their scalability by moving up to the larger datasets. Because

3



members of the project team were experienced in dealing with the TREC and Reuters and
Medline data sets, there was no “learning curve” delay at the start of the project.

1.5 Representation of the Texts

Modern text classification and retrieval begins at a relatively low level of mathematical
sophistication [37, 9]. At this level, a document is represented by a string of numbers. In
the most general case, there is a separate number for each of the unique words appearing in
the document, giving the number of times the word appears. This is sometimes extended
to include the number of times that different references to the same entity (United States,
U.S., America, etc.) occur. The set of numbers together are placed in a standard order and
form a vector, which represents the terms occurring in the document.

Another document in which the words have been rearranged would have exactly the
same vector. For this reason, vector representation of documents is sometimes referred to
as a bag of words representation. Sometimes it is useful just to determine whether or not
the number of times a term appears in a document exceeds some threshold. In this case, the
frequency count of a term is replaced by 1 or 0, with 1 representing the fact that it exceeds
the threshold. Here, we might say that the bag of words representation is reduced to a bag
of bits representation. In the simplest case, we take the threshold to be 0, i.e., we take the
frequency count to be 1 if the term appears at all, and 0 otherwise. Our work has involved
experimentation with both bag of words and bag of bits representations.

Vector representations can be extended beyond the bag of words concept. One approach
is to ignore the distinguished role of “whitespace” and use overlapping strings of characters
(sometimes called “n-grams”). If these strings are long enough, they preserve information
about relations among consecutive words in a text and thus preserve more information about
the “meaning of the text.”

However, none of these computational approaches involve linguistic considerations, or
what an ordinary reader would take to be the semantics of the text. The surprising success
of these (apparently very naive) elementary text classification methods traces to the obser-
vation, first made formally by Luhn [62, 63], that it is difficult to talk about specific topics
(especially technical topics) without using words that are common to those topics. In other
words, it should be possible to determine what a document “is about” using methods that
are far too weak to determine “what the document says.”

The work reported here uses the bag of words, or term frequency vector, approach, and
their natural extensions to bits or strings.

1.6 IDA/CCR Workshop/Tutorial on Mining Massive Data Sets
and Streams

At the project start, we organized a workshop and tutorial reviewing the state of the art
in streaming message filtering. This workshop, held at the Institute for Defense Analy-
ses/Center for Communications Research, IDA/CCR and supported by them, was entitled
“Workshop/Tutorial on Mining Massive Data Sets and Streams: Mathematical Methods and
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Algorithms for Homeland Defense.” Details of this event can be found in the report [42] and
at http://dimacs.rutgers.edu/Workshops/Homeland.

2 Infrastructure Work

We began by developing a common platform for our text filtering experiments. The work
involved modifying CMU’s Lemur retrieval toolkit [101] creating a newswire testset with
test information needs, evaluating and modifying thresholding software, experimenting with
a fundamental adaptive linear classifier (Rocchio), and benchmarking several methods.

We developed our text filtering platform around the framework of TREC, which seemed
a good way to quickly set up a formal framework for our research and focus members of the
team on a common problem.

Recall that the goal of filtering is to process a collection of documents, assigning those
that are appropriate to each of several classes, commonly called “profiles.” In the TREC
setting, profiles are represented by a textual description of the topic of interest, and some
number of documents that have already been judged to be relevant to that topic. In TREC,
one distinguishes adaptive filtering and batch filtering. Both involve what we called
supervised learning in Section 1. In adaptive filtering, one must “pay” for one’s “education”
while in batch filtering the education is provided “gratis” before any evaluated activities
begin.

Filtering methods involve two mathematical components. The first, usually called a
scoring function, s(d), maps the set of all documents d into some ordered set (in fact, this
is usually taken to be the reals). The second is a parameter τ , called the threshold, which
divides the ordered set into two non-overlapping parts. Documents whose score exceeds the
threshold are “judged to be relevant,” while the others are not. Note that the practice of
setting the threshold to 0 and incorporating τ into the definition of the scoring function is
not customary in information retrieval generally. In batch filtering the scoring rule and the
threshold are fixed before any “test documents” are presented. In adaptive filtering both the
scoring rule and the threshold may be changed at any time during the evaluation process.
However, under the TREC rules, one may not revise one’s decision about any document
after the next document has been considered.

In the adaptive setting in TREC2002, only three relevant documents are available for
initialization. In addition, a set of some 80,000 documents gives base information about
the vocabulary common to the documents of interest, which is used in tuning the retrieval
mechanisms. Such mechanisms generally are built using weighted sums of the frequencies
with which terms occur in the document to be classified. Selection of terms is initialized by
the terms that appear in the known positive documents or in the description of the topics.
The weights themselves are almost always adjusted to give less weight to more common
words, which are presumed to be of little discriminative value.

Some words are so common as to be useless in the classification of texts, and for these
the weight is set to zero. In the interests of efficiency, this is usually achieved by removing
the frequencies of those terms from the term vector at the outset. Such words are called
“stop words” and are maintained in a list of stop words. Very low frequency words pose a
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somewhat different problem. They are either misspellings of other words, or they are proper
names, which might be of great value in the classification of texts. Various approaches to
the very low frequency terms have been used in the text filtering context. Typically unique
words are ignored, and words occuring more than some small number of times (such as 3)
are included, with the highest weight. Weighting formulas generally involve the reciprocal
of a logarithm.

The concept of a feature, in general, extends the notion of term frequency as described
above. Technically, any number f that enters into a scoring formula such as

s(d) = g(f, other variables)

is a “feature.” As noted, the frequency of a term (like “nuclear”) in the documents could
be a feature. In fact, the terms themselves are often loosely referred to as the features. For
instance if we use a bag of bits representation there is a single binary feature corresponding
to each term that just tells us whether or not a term is present. Note also that any function
of available features is also a feature. If its use provides an economy of description, or
computation, we keep it.

One may describe scoring rules, quite generally, as bilinear forms which are sums over
features. If d(f) is the score of document d on feature f , p(f) is the score of profile p on
feature f , and W (f, f ′) is a weight linking the pair of features f, f ′, then the score s(d|p)
assigned to document d with regard to profile p is

s(d|p) = ∑
f,f ′

d(f)W (f, f ′)p(f ′)

In methods that use feature selection, but not feature combination, the weight matrix
W (f, f ′) is diagonal in feature space. When features are combined to provide new features,
the weight matrix (in the space of original features) will generally have off-diagonal terms
as well.

Sometimes, text filtering makes use of the information gained by human evaluation of
documents to define a scoring scheme. The simplest model for this process is an approach
called Rocchio filtering [82]. In Rocchio filtering the vector representing the topic is
modified by adding to it some multiple of each vector representing a document known to
be relevant, and subtracting some other multiple of each vector representing a document
known to be not relevant. The scoring function is then the inner product of this vector with
the vector representing each incoming document. To use this model of text filtering, one
must decide (a) the weights to be assigned to judged positive and negative examples, (b) the
rules for adjusting those weights, (c) the initial threshold parameter, and (d) the rules for
adjusting the threshold parameter.

One further key idea, in addition to the linear scoring function and the threshold, is to
learn something from documents for which no judgments are, in fact, available. This tech-
nique, called pseudo-relevance feedback [79], simply presumes that there is some number,
called the pseudo threshold τψ, such that it will be advantageous to treat documents whose
score is above τψ as if they are known to be relevant, while those below are treated as known
to be not relevant, to a given topic or profile.
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We built a complete simulation of the TREC setting which is referred to here as the
Sandbox. This Sandbox was formed using an older body of TREC documents with the
training corpus about the same size and a test corpus about 1/3 the size of the actual test
corpus.

Using the Sandbox, we were able to experiment with the weights appearing in the Rocchio
formula, and with a rule for setting the threshold τψ. The resulting best values of the
parameters were used in our runs on the actual TREC data.

The details of this process, the resulting parameters, and their performance on the TREC
data are summarized in [5]. In this TREC adaptive task, incoming documents are filtered and
those exceeding a threshold are compared with a list of known relevant documents to simulate
human judgment. In our most successful runs, the adaptive process was further modified
in one set of runs (identified by the string “30”) by a non-linear process of keeping only
the features corresponding to those 30 terms appearing to have the greatest discriminative
power. These features (terms) were reselected after each judgment had been made.

This selection of the top 30 terms is computationally intensive, as it involves reordering
the terms and computing a new threshold each time a judgment is received. Although it is
linear in the most general sense (that is the space of vectors is projected successively into
different selected subspaces), it is computationally intensive since the “inner products” must
be recomputed. For more on identifying the “most frequent” terms in a streaming data
context, see [23]. Related papers on finding all terms that appear at least a certain number
of times can be found in [52, 27, 40]. At present extending those approaches to determination
of the most discriminating terms remains open.

Results in the TREC evaluation showed that this “term selection approach,” although
naive, yielded better results than our other Rocchio filters, which did not involve term
selection. This sets the stage for additional studies of feature selection, which are discussed
below. We have also been able to establish that the simple Rocchio framework represents,
in principle, a very good choice of baseline. One of the TREC teams, from the Chinese
Academy of Science [98], used a variant of this approach to achieve the best overall score
in TREC2002. We have established a homotopy (that is, a continuous path in the space of
model parameters) between our initial method and that used by [98]. We do not yet know
how to adjust our method of initialization to achieve those parameters before the evaluation
phase of the TREC adaptive filtering task. Summary statistics can be found at [51].

3 Reducing Dimensionality by Preprocessing and Match-

ing

Feature selection is the general name for any process that either selects among the existing
features (for example, by dropping some terms, and the corresponding components of the
document vector, as done in our “top 30” schemes) or creates new “composite features” for
example by linear or non-linear transformation of the original feature values. It may be
introduced to improve either classification performance or computational efficiency.

There is an interplay between intelligent selection of features and the problem of speeding
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up computations and/or reducing the computational resources (memory and storage) needed
to perform them. Our work in this area involves a mix of the components we have called
compression and matching. The results of a study such as ours are perhaps best represented
by a chart in which one axis represents the speed at which computations are completed and
the other represents the effectiveness of those computations - as measured by any of several
standard measures of performance.

The canonical approach to computing inner products uses a data structure called an
inverted file, which is an indexed set indexed by the terms that define the basis in the
vector space of documents and queries. We have considered, so far, four other approaches to
speeding these computations through preprocessing and matching: (1) extending inverted
files to nearest neighbor calculations; (2) projection to a collection of randomly chosen real
subspaces; (3) projection to a collection of randomly chosen Boolean spaces; and (4) selection
of deviant cases using streaming techniques.

The first, and most conservative, approach is adapting efficiency techniques used in search
engines to the filtering problem, and particularly to the use of nearest neighbor text
classifiers (NNTCs) for filtering [99]. NNTCs are highly effective, but have traditionally
been quite inefficient. We implemented, in the Lemur [101] framework, an efficient and
effective NNTC implementation using an inverted file, the same technique used in large
search engines [58]. The use of an inverted file also opens up the possibility of using a
variety of efficiency techniques common in search engines, such as reading inverted lists
in order of their impact on scores, quantizing term frequencies to allow compact storage,
creating accumulators only for documents with high scores, and using data structures that
permit finding the top-scoring documents without sorting all accumulators [22, 84, 92, 97].
We have begun to test these techniques, and are finding that ones that provide an efficiency
advantage for query-based text retrieval do not necessarily provide a speedup for NNTC,
though work continues on this.

The second approach is random projection into real subspaces of the original huge vector
space. There is a theorem [45] which insures that such random projections will - with high
probability - preserve the weighted sums, or inner products, which are used in all further
calculations. The hope is that randomly projecting document vectors to a much lower
dimensional space will increase the efficiency of operations on those vectors. The “fly in the
ointment” is that these random projections destroy the sparseness of the document vectors,
i.e., the fact that most features (e.g., words, phrases) take on a value of 0 in any given
document. The inverted file methods discussed above take advantage of this sparseness, and
we have found that the real-valued random projection methods tried so far are more slowed
down by the loss of sparseness than they are speeded up by the reduction in dimensionality.
However, these methods are very promising for already dense data (e.g., many database
records), and may also play a role as an intermediate stage of processing in the Boolean
projection methods described next. This work is described in the report [88] and in the
papers [58, 59].

The third approach uses random projection into Hamming (Boolean) cubes rather than
into a real-valued space. This approach draws on our experiences with the above two ap-
proaches, as well as our previous work on discrete randomized methods for both text and
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other forms of data [25, 55, 26, 56, 77]. Here, as in the work by Boros and Neu [14, 19] de-
scribed in Section 4 below, the term frequency vectors are converted to Boolean form. The
goal here is, as in the second approach, to take advantage of the fact that random projections
reduce dimensionality, while (a) maintaining sparsity through as much of the computation
as possible, and (b) taking advantage of the Boolean representation to produce highly effi-
cient index structures. The computations here are more elaborate than those for the other
methods, but we have a preliminary implementation in place and have good, though not yet
competitive, initial results. (See the report [76] and the papers [58, 59].)

The fourth approach seeks to exploit some recent developments in the efficient discov-
ery of “deviant cases” in a stream of vectorized entities. The premise, of course, is that
identification of deviants is important in filtering for new events. The description of this
work at a very abstract level is complete (see [69] and the papers [58, 59]), which identify
some of the implications for filtering). It remains to demonstrate the exact connection to
the text filtering problem as defined by our overall goal of monitoring streams of messages.
Briefly speaking, we define deviants in the following way. We wish to approximate a data
distribution by a model, such as a histogram. We then seek to determine some number of
data points to be dropped, with the rest building a histogram with a specific number of bins,
so that the overall approximation is “best” in some sense as for instance using an L2 norm.
We build on work of [71], which presents an algorithm that uses sublinear resources on a
data stream and determines approximate deviants.

4 Feature Selection and the Batch Filtering Problem

Section 2 discussed the term selection approach that we used in our basic infrastructure-
defining task. Our other experiments on term selection, to this point, have been applied in
the batch filtering setting. In the batch filtering setting substantial numbers of positive and
negative documents are provided at the outset, together with a set of documents representa-
tive of the corpus. The task is then to set up a filter once and for all, and apply it to another
large collection of documents to select those relevant to each of the included topics. In this
setting it is possible to do more complex experiments on the selection of terms to be used
for the filtering task. We have considered three methods: (a) combinatorial clustering, (b)
a variant using combinatorial principal component analysis, and (c) robust term selection.

4.1 Combinatorial Clustering

In Combinatorial Clustering the sets of terms and documents are considered together, without
reference to the judgments of relevance, and a subset of terms is chosen in a way that is
intended to richly represent the documents [66]. In our experiments the sets of documents
considered were variously drawn from the positive judged documents, and from the collection
as a whole. The procedure can be visualized in terms of an enormous matrix whose columns
are labeled by the documents and whose rows are labeled by the terms. The entries in this
matrix are the frequencies with which the terms appear in the documents.
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The goal is to find a particularly “rich” subset of terms and documents. Richness is
defined for terms by summing the frequencies with which they appear in the selected doc-
uments. Richness is defined for documents by summing the number of times the selected
terms appear in the document. These row sums and column sums are large when the entries
in the sub-matrix are large. The richness of a sub-matrix is defined simply as the minimum
of all of these row sums and column sums. In other words, the richness is high when even the
weakest of the terms and the weakest of the documents is richly connected to the documents
(respectively, terms) remaining in the subset [68, 39, 66, 86, 60].

Using a previously developed computational procedure [68, 39], we are able to find the
richest sub-matrix of the enormous term-document matrix, and to place it in a unique chain
which contains all such strong sub-matrices. The only adjustable parameter is the size of the
sub-matrix retained (particularly the number of terms that it retains). Experiments with
this approach, using only the testing material from the TREC batch task, and varying the
number of terms retained, have shown that it is possible to achieve substantial accuracy in
classifying the texts, while retaining only a few hundred terms. This work was done after
the TREC2002 conference, and was not evaluated at TREC. It is described in [6, 7].

4.1.1 Combinatorial PCA

In addition, we have proposed a novel method of dimensionality reduction called combina-
torial PCA (principal component analysis). This method was tested on all 100 topics of the
TREC-11 Batch Filtering Track data set and we showed that, on average, a reduction of
dimensionality from 20,000 to 300 leads to a loss of accuracy between 1% and 3%. Since our
experiments do not simulate the exact TREC procedures, we are not yet able to compare
these results with the published TREC results. For details of the method and results, see
[6, 7].

4.2 Robust Term Selection

Our third approach to term selection makes use of a variety of different measures of “term
effectiveness,” has been developed in the TREC setting, and was submitted for evaluation in
TREC 2002. It scored in the upper half of the batch algorithms reported at this year’s com-
petition. It did extremely well on a rather peculiar set of tasks called the “topic intersection
tasks.” In these tasks, the set of relevant topics was not determined by human evaluation,
but was determined by taking the intersection of sets of documents bearing particular labels
in the TREC collection. There was considerable discussion at TREC this year about the
fact that performance on these artificial topics seemed quite uncorrelated with performance
on topics that were being judged by human assessors.

The method starts from the observation that common words (like “the” and “and”),
synonyms (or misspellings), etc. greatly inflate the volume of the bag of words required to
represent a document. On the other hand, relatively few words are particularly effective
at distinguishing the relevant documents from the irrelevant ones. The method employs a
heuristic designed to choose a subset of the original set of terms as features. The idea is that
this subset will be much smaller than the original one, but still be chosen in such a way that
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it aids us in distinguishing relevant documents from irrelevant ones. Of course, the method
for finding the subset needs to be computationally efficient. Our method uses Boolean bags
of words or “bags of bits”. For a general survey of computationally efficient approaches to
feature selection in the bag of bits context, see [16].

While the details of this term selection method are rather complex, it may be visualized
by saying that in it one greedily selects a first term, then a second term, then a third term
and so forth. A method for selecting terms is preferred if the discriminating power of the
resulting set of terms tends to increase linearly with the number of terms included. Somewhat
surprisingly, we found that for a number of apparently reasonable methods of term selection
this linearity breaks down very quickly and the effectiveness of the set of selected terms
grows very slowly. This phenomenon is not well understood. Intuitively one might propose
that it represents the selection of terms which are - in some sense - redundant to those terms
already selected. While this remains to be understood, the effectiveness of the method itself,
described by Boros and Neu [19] and by Boros [14], is established objectively by the TREC
results.

The most effective measure of term discriminating power as found by experimentation can
be interpreted as a measure that maximizes the “Hamming distance” between the relevant
and the not relevant documents. (The Hamming distance is the number of places on which
the Boolean vectors representing the documents differ.) The introduction of the Hamming
distance follows from the fact that we are dealing with Boolean vectors, and so it is more
appropriate than measures based on the L1, L2, or L∞ norms that are widely used with other
representations.

In this preliminary work, the threshold level for converting frequencies to Boolean vari-
ables was set at 0 so that we simply count 1 if a term appears and 0 if it doesn’t. There is
quite a bit of work in various fields involving the problem of analyzing a data set consisting of
positive and negative examples presented by Boolean vectors representing this type of thresh-
old. The problem arises in a wide variety of applications of knowledge discovery, data mining,
learning, and “logical analysis of data” (see for example [2, 8, 15, 28, 34, 65, 78, 94]). Also
relevant is the literature on finding fully-specified Boolean functions from partially-defined
ones (see for example [17, 18, 28]). Computational learning theory, which often deals with
finding a small subset of the variables explaining input data to a large extent, is also relevant.
See for example [13, 20, 29, 61], which deal with learning a target concept depending only
upon a small number of the attributes.

The surprising result is not that the Hamming measure well separates the relevant and
the not relevant documents, since it was chosen for that purpose. What is surprising is its
relative robustness when moving from the training collection to the test collection. Also, as
mentioned, it is quite robust as the number of terms increases, a property shared only by a
simplified version of itself. See [14, 19] for more details.
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5 Learning Sparse Bayesian Classifiers for Text Cate-

gorization

Our work on the “learning” component of automated text message processing adopts a
Bayesian statistical approach to text filtering, building on very recent work on so-called
“sparse Bayesian classifiers.” Key references include [32, 36, 89, 90]. The scale of practical
problems makes it necessary to develop methods beyond standard statistical classification
tools. Early work involved modifications in approaches such as Naive Bayes (a model which
presumes that the values of all features are stochastically independent, conditioned only on
the relevance of the document) and Rocchio. These don’t require much computing power,
but better algorithms and more powerful machines have spurred an interest in support vector
machines and other methods. Bayesian classifiers make use of external information, such as
category descriptions, by assigning prior distributions to the parameters characterizing the
filtering problem. These methods are closely related to support vector machines [41, 102]
and relevance vector machines [90].

Initially we have applied this approach to the batch learning situation, as a foundation for
development of associated online algorithms. At the heart of our approach is an open-ended
search for a linear functional which operates on the bag of words vectors and which, when
combined with a suitable monotonic function, provides a good estimator of the probability
that the document at hand is relevant to a topic. If the probability can be accurately
estimated, then the decision of whether or not to forward a document for human analysis
can be optimized in terms of the known costs of missing valuable documents and of having
to review irrelevant ones.

Many standard approaches (e.g., Rocchio) specify precise initial values for the vector of
model parameters, usually harnessing the original topic statement or the sum of the vectors
representing several relevant documents. In contrast, the Bayesian method requires that we
specify all prior knowledge about the parameters in the form of a probability distribution.
This distribution in turn yields the probability that documents at or near a particular point in
the space of documents are relevant. As data accumulate (in the form of labeled documents),
that prior distribution evolves into a so-called posterior distribution by way of an updating
procedure called “Bayes rule.” The choice of the prior distribution is important as it affects
the nature and complexity of the resulting filtering rule.

Since document vectors appear in a space with tens or hundreds of thousands of dimen-
sions, the vector of parameters can be enormous. Sparse classifiers address this challenge
by using prior distributions that strongly favor vanishing values for the parameters. The
result is that parameters naturally deviate from zero if (and only if) the evidence at hand
is emphatic. The resulting optimization problem is computationally difficult and we use
a variety of numerical algorithms to address it. Specifically, a variant of an “Expectation
Maximization” or EM algorithm makes use of the latent variable representation for probit
regression developed in [3]. The goal is to find that distribution of the parameter vector
that makes the observed evidence most probable, compared to all other distributions on the
parameter vector. We make use of algorithms that avoid the implied process of inverting a
matrix of dimensionality equal to the number of terms that are being used to describe the

12



documents. The paper [38] describes the work in detail.
There is, corrspondingly, a sparse Bayesian approach to online learning. The goal here

is to sequentially update the posterior distribution of the model parameters based on the
arrival of new labeled examples. Our present approach estimates the mode of the posterior
distribution. Prior work [87, 47] shows that this approach is computationally efficient. While
work on the online approach is just beginning, we have taken advantage of a literature on
online EM Algorithms [91, 72, 83] and “quasi-Bayes” methods [21, 75, 87]. Later work is
expected to involve Monte Carlo algorithms to perform online Bayesian learning, using for
example the earlier work of [80]. The paper [46] describes this work.

6 Fusion

The remaining component, fusion of methods, has so far been applied formally to fusion of
methods for matching, representation, and learning. In fusion, two or more methods are
combined to produce results better than those achieved by either method alone. For early
literature see [73, 11, 43].

We have developed a number of computational and visualization tools to facilitate our
study of the relationships among various matching algorithms, representations, etc. While
the problem can be described as a machine learning problem (explore the space of all possible
combinations), in these early stages we feel that it is important to develop and to be guided
by some intuition as to how the methods interact with each other and why they work as they
do. Thus in the early stages of this part of the effort we are working to put “the human in
the loop” to facilitate that exploration. Reports in preparation on these subjects are [4, 50].

We have been able to establish that simple linear methods, when tuned to a specific topic
or problem (“local fusion”), can produce better results in a substantial number of cases, when
judged by standard measures of retrieval performance. This is, in some sense, a tautology.
That is, if we represent the score assigned to document d by system S as s(d|S), then the
family of scoring rules

s(α, d|S1, S2) = αs(d|S1) + (1− α)s(d|S2)

contains the rules for S1 and S2 as endpoints. So a simple search for the best value of α
should always produce a rule as good as the better of the two rules being combined. In
practice, however, specific heuristics for finding the “optimal” value of α may fail to produce
the optimal value, particularly when it lies at one end of the interval [0, 1]. In this case the
“fused rule” will not be better than both input rules.

It is important to note that this type of “local” fusion is particularly relevant for the
filtering situation, in which it is possible to amass fairly large sets (several hundred positives
and many hundred negatives) as a spin-off of the analyst’s work flow. Thus a rule can be
developed for application to a very specific topic or profile.

We also have some positive results for the more difficult case in which the fusion rule is
selected on the basis of one sample of topics, and then is applied to another sample [4]. If
we think of the former case as “local” data fusion for filtering, then this can be thought of
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as “global” fusion. Under global fusion one imagines that there is a discoverable relation
between the scores that two different systems assign to a document, and the relevance of that
document, for any topic whatsoever. Our preliminary results show that such global fusion
rules can beat an “oracle” a signficant fraction of the time. The oracle is presumed to simply
pick the better system for each new topic. In this preliminary work our fusion procedures
were applied to a Rocchio scheme, an alternate scheme that considered the ratio of similarity
to positive (or negative) centroids, and one of the schemes based on feature selection guided
by the Boolean separability criteria described above. Results are summarized in [4]

7 Streaming Data Analysis

Because of the sheer quantity of the data arising in various intelligence applications or the
urgency of producing analyses, it often becomes infeasible to store the data in a central
database for future access. That is, it becomes necessary to make computations involving
the data, and decisions about the data (such as what to keep), during an initial scan as the
data “stream” by. We have begun to explore this aspect of data mining in a “streaming”
text messaging environment.

Recently various algorithms for analyzing streaming data have arisen from applications
requiring immediate decision making based on current information. Examples are intrusion
detection and fault monitoring. Data must be analyzed as it arrives, not off-line after being
stored in a central database, because the problems involved are so urgent from a time-to-react
point of view. Some other applications require such quick reactions for theoretical (as well
as practical) reasons because of the infeasibility of processing and integrating the massive
amounts of data generated by a myriad of continuously operating sources. For example,
external memory algorithms [1] are motivated by the fact that classical algorithms typically
will not scale as soon as data sets do not fit in main memory. At some point, data sets
become so large as to preclude most computations that require more than one scan of the
data, as they stream by.

Transactional and time-series applications exemplify current streaming data analysis sys-
tems. Transactional applications exploit data recording individual events correlating
two or more discrete entities. Examples are phone calls between people and purchases over
a credit-card network. One common problem is to maintain behavioral profiles of individual
entities (customers, for example). Goals include flagging aberrant transactions, i.e., those
not indicated by the models and thus potentially being fraudulent; and detecting “paradigm”
shifts in prevailing trends. In these applications as well as others, analysis of data streams
also highlights difficult new problems in data visualization. For example, how is time-critical
information best displayed? Can automatic response systems be created to deal with com-
mon cases?

Time-series applications exploit sequences of observations taken over time. Exam-
ples are reports from sensors monitoring network equipment; inventory levels of parts in
a warehouse; positions of objects in successive celestial surveys; and records of prices of
commodities, stocks, and bonds. Analyzing and mining time-series data presents many new
challenges. What are similar time-series data? How can they be clustered, e.g., to isolate
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seminal events that cause many simultaneous or near-simultaneous disruptions among the
observed elements? How can we find interesting trends?

Data streams can be thought of as describing distributions from universes of interest. In
the context of text/document streams, the universe could be the set of words that appear in
documents that pertain to a particular “topic.” The goal is to develop alarm systems that,
based on various statistics about the data stream, detect significant changes in the stream.
As this project evolves, we intend to exploit recent attention to streaming models of data
analysis by the theoretical community as well as recent successes in real-time or near-real-
time analysis by practitioners, in application to streaming messages. Of particular interest is
a body of work dealing with the analysis of statistical summaries of data streams. Sublinear
methods for identifying “representative trends” are studied in the paper [33]. Methods for
estimating “rarity” in data streams, as for instance in [30], should also be useful, as should
be methods for identifying “deviants” in such streams [44, 71]. Monitoring a stream of items
and finding the items that appear most frequently will also be a useful tool. Some promising
algorithmic work in this direction can be found in [23, 52, 27, 40].

More details about the relation of this approach to the problem of monitoring message
streams are given in [70].

8 A Formal Framework for Monitoring Message Streams

Finally, we have a small ongoing effort aimed at developing some model problems that can
be solved in closed form or by easy numerical simulation. The goal here is to gain some
understanding of the interrelation among some of the more puzzling aspects of the adaptive
learning task. In particular, while it is obvious that we learn something when we receive
positive judgments, it is less obvious what we learn when we receive negative judgments.
Two approches are being explored: (a) parameterized learning curves, and (b) simplfied
discrete models.

8.1 Parameterized Learning Models

As an adaptive filtering process proceeds, we can accumulate a running score of how well
the filter is working (for example, the cumulated and current rates of success). One way to
summarize this is by a cumulated error curve. Presumably the slope of this curve decreases
with experience, and provides an indication of how well the learning is progressing.

One approach is to seek a “phenomenological” parameterization of what has been learned.
In this model, there is a single dependent variable - which may be thought of as our average
utility u per document submitted, or, equivalently, our overall ability to predict correctly
- and a single independent variable, which is the number of documents t that had been
submitted for judgment.

Having some understanding of the shape of the cumulated error curve would enable us
to answer the question “should the next document be submitted for judgment?” Rather
than plotting error curves, we can move directly to the quantity of interest, which is the
utility achieved by following a particular path. The For example, we might have, for each of
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several possible patterns of features, a cumulated curve of the “score earned” by submitting
documents matching a given pattern. Suppose, as a basis model, that these cumulated utility
curves (which do represent a learning phenomenon) have the general form

u(t) = v∞(1− e−t/T )

where v∞ represents the most that can be earned by submitting a document matching the
pattern, while T represents the learning mean life. If submission of a document costs c, and
the process is to be scored (without discounting, see next section) over a horizon H , the
overall expected utility is

Eu(H|v∞, T ) = −cH +
∫ H

0
v∞(1− e−t/T )

.
The issue is to estimate the two parameters v∞, T as promptly as possible, and either give
up completely, or concentrate attention on those feature patterns for which the expected
utility Eu is positive and large. Whether to submit documents matching a pattern with
low but positive expected utility is a problem whose solution depends on the limitation of
analyst resources. Basically, if an analyst is idle, it makes sense to submit a marginally useful
document. But, if doing so would cause the analyst to be (probably) unavailable when a
more promising document comes along, then it should not be submitted.

Work continues on this problem. See the preliminary report [64].

8.2 Discrete Models

We have developed some extremely simple models of the entire learning which we call “Bin
World.” In Bin World, documents have a single feature, which is labeled by an integer b,
initially b = 1, 2, representing a bin. Documents with one value of the feature are relevant
with some probability g < 1. Documents with the other value are never relevant.

The problem is to discover which of the bins contains the relevant documents. This
problem is set up to simulate the TREC setting where, if we do not submit a document for
judgment, our present score does not change, and we do not learn whether it is relevant. If
we do submit a document for judgment and it is relevant, we gain v units of score. But, if
the document submitted is not relevant then we lose one unit of score.

Problems of this type can be mapped into so-called “bandit problems.” In these problems,
a player is trying to determine which of several slot machines (for example) has the best
odds. Of course the player must pay for the experience. The issue is to determine the
best strategy. Problems are either framed in terms of a finite horizon with zero discounting
(which is accurate for the TREC situation, but not for the real world application), or with a
discounting of future gains. An introductory discussion with some literature is given in [35].
The filtering task is somewhat different in that the “player” does not have, at each step, the
choice among the several slot machines, but only the choice of whether or not to play the
one that has been placed in front of him.

If the “game” has an infinite horizon, of course, we can submit documents with impunity
until eventually we discover which of the two features corresponds to the relevant documents.

16



But in a game with finite horizon, we run the risk that we will get “so far in the hole” that
it won’t help us to know.

The problem is thus characterized by sequential decisions, which are conditioned on our
present knowledge about the chance that each of the two feature values corresponds to
the documents that are relevant. The present knowledge can take many different values
as experience grows, making it difficult to define clearly an optimum strategy. While such
problems are, in principle, amenable to solution by a backwards algorithm, the space of
possible situations quickly grows unmanageable.

Thus our work is currently focused on heuristics which might provide a very compact
description of the present state of knowledge. The complete present state of knowledge
would be the number of successful and unsuccessful submissions that have been made of
documents belonging to bin b. As in the parameterized model, heuristics would exploit a
simple running count such as the number of bins for which the posterior estimate of the
probability that documents in this bin are relevant lies above a particular threshold. This
approach is described in a paper [48] that is in preparation.

9 Concluding Remarks

This report summarizes the present state of an ambitious experimental program for the
development of new algorithms and perhaps even new theories for monitoring of message
streams. We have explored one or more approaches to each of the five basic components of
the problem, representation, compression, matching, learning, and fusion. Methods we have
explored so far are summarized in Table 1.

Component Approaches
Compression Term Selection, Random Projections, NNTCs
Representation Robust Term Selection (TS)

and Combinatorial Clustering, Combinatorial PCA
Matching Bag of Words, Bag of Bits
Matching Euclidean, Hamming

NNTCs, Random Projections
Learning Rocchio, Bayesian
Fusion Scope: Local, Global
efforts Fusion Rules: Linear

Models: Rocchio, Ratio, Robust TS (all Bag of Words)
c Components: Representation, Matching, Learning

Table 1: Methods being explored for each component of the problem of monitoring message
streams.

There is no published precedent for an assault on the filtering problem that jointly ex-
plores so many possible lines of attack. While we are finding that the the methods of
information retrieval (specifically inverted file methods) that have survived some 40 years of
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evolution are extremely “fit,” we see, nonetheless, that there are opportunities to improve
upon a fairly mature and robust technology. These center on two strategies for improvement.
The first explores specific components of the filtering process, to see whether, in the presence
of the other components, improvement can be achieved. Examples of this are the array of
dimension reduction methods: term selection based not only on separating power but also on
robustness; term selection based only on the corpus (and not requiring judgments) as in the
PCA work; dimension reduction by random projection into Hamming cubes. Each of these
shows promise of either improving the accuracy of the filtering, or improving its efficiency,
with acceptably small loss in the other key dimension. It is anticipated that no scheme will
be best for all situations, which leads naturally to the second strategy.

The second strategy presumes that when multiple methods are available, it should be
possible to combine them in some way which permits complementary strengths to improve the
overall result. This has been explored already at the level of the matching and representation
components, with quite encouraging results, and forms the motivation for our fusion work.

However, many more experiments are needed to extract the full potential, not only alone,
but also in combination, of the array of methods that have already been developed or applied
in this project.

Our project to date has emphasized retrospective (or “supervised”) event identification.
In later years, we will also study prospective detection (or “discovery” or “unsupervised
learning”), where we must decide whether a “new event” is present in the flow of messages.
Our goal would not be to label the new document clusters, but simply to alert users that
a new cluster has been detected. This is considerably more difficult than what we have
been doing so far and would of course be of enormous value as an intelligence tool. In
extending our work to the much harder problem of unsupervised learning, we still plan to
concentrate on utilizing new methods for the five components defined above, and combining
them. It is because the pure supervised learning task is such a challenge for the classifying
power of any reasonable method that we will concentrate on “semi-supervised” learning,
learning in which human analysts help to focus on features that will be most indicative of
change or anomaly and algorithms assess whether incoming documents do or do not deviate
“significantly” on those features. New techniques will be needed to represent the data in
a way that makes it possible to highlight significant deviation (“abnormality”) through an
appropriately defined metric and through the use of new clustering algorithms that take into
account the analyst-designated features.
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